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In this supplementary document, we introduce more details of evaluation settings (Section 1), more
experimental results (Section 2), and more visualizing cases (Section 3). We also discuss the
limitations of our method and future works in more details (Section 4).

1 More Details about Evaluation Setting

1.1 Data Processing

As mentioned in Section 4.21 of our main paper, we try various popular video backbones following
the current VideoQA works.

• Frozen S3D[18] model pre-trained on HowTo100M[10] following [19].

• C3D, which is commonly used for many spatial-temporal VideoQA models, such as
HCRN[8] and HGA[6]. We only take the frame-wise appearance feature, which is the
pool5 output of ResNet[5] feature as input.

• Faster R-CNN[13] pre-trained on Visual Genome[7], which is usually used for fine-grained
video content reasoning[17, 16]. Specifically, features of 10 detected objects with the highest
confidence scores of each sampled frame are concatenated as the whole visual features.

• CLIP (ViT-B/32) [12], commonly used cross-modal pre-trained models, which is proved to
have strong generalization on VideoQA task in ATP[2] and MIST[4].

Our model can easily adapt to various video backbones. From the comparison results in Table 4 and 5,
generally, the local video features like Faster R-CNN and CLIP achieve better results than the global
video features like S3D and C3D features. However, our Glance-Focus (GF) model with different
visual backbones achieves SOTA performances compared to the methods using the same backbones.

1.2 Evaluation Metrics

We evaluate our approach on four datasets in the main paper and an additional ActivityNet-QA dataset
in this Supplementary Material. We use QA accuracy as the metric for evaluation. Specifically, we
assign a score of 1 if the output answer matches the corresponding ground truth, and a score of 0
otherwise. When evaluating different question types within each dataset, we calculate the accuracy
rate separately for each type of question.

1.3 Implementation Details

Supervised event memory matching. As illustrated in Section 3.2, with event-level annotations, we
explicitly extract a set of event memories using the bipartite matching between the prediction and
the ground-truth events. Note that we only use these event-level annotations as supervision during

1For better understanding, we denote the references to sections, figures, and tables in the main paper in blue.
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(a) Model performance of unsupervised loss 
functions with varying loss coefficients

(b) Model performance of supervised loss 
functions with varying loss coefficients

Figure 1: Ablation study on loss functions with varying loss coefficients. (a) Lcls, Liou and Lcert in
unsupervised loss. (b) Lcls and LL1 in supervised loss.

training. And the cost coefficients of semantic consistency λcls and temporal consistency λL1 are set
to 1 by default.
Loss coefficients. In the main paper, we design different loss functions in Section 3.2. The coefficient
of each loss function is set to 0.5 by default. Namely, λcls, λiou, λcert are set to 0.5 in unsupervised
loss, and λcls, λL1 are set to 0.5 in supervised loss. We also conduct the ablation study on them in
Section 2.

Transformer Encoder-Decoder. We employ a standard 2-layer 8-head Transformer Encoder-
Decoder[15] as the backbone. Through experiments, it was found that the 6-layer model has better
performance on the EgoTaskQA dataset.

2 More Experimental Results

2.1 Ablation Study on Different Losses

First, we analyze the effects of different loss functions on model performance. For each loss function,
while keeping the other coefficients as default settings, we evaluate the model’s performance using
varying loss coefficients, specifically, λ = [0.0, 0.5, 1.0]. The evaluation is conducted with the STAR
dataset. The results are shown in Figure 1. When the coefficient of any loss function is 0, the
performance of the model decreases, which indicates their efficiency in event memory extraction.
Among three unsupervised loss functions, the Liou that ensures the temporal diversity of the generated
event memories is the most important. Without it, there is a significant decrease in model performance.
Besides, the model seems to gain stronger performance when setting the coefficient as 1.0. While for
supervised losses, the model is more robust to the coefficients. The best coefficient is 0.5.

2.2 Ablation Study on Event Class Number

Table 1: Ablation study on the
number of event categories.

C Acc

1 51.68
50 54.58
100 53.15
# GT classes(157) 53.94

As mentioned in Section 4.2, the event class number C is a pre-
determined hyper-parameter in our model, denoting the number
of event classes that may occur in the video. We further conduct
an ablation study to evaluate the impact of different choices for
C. We separately set C = [1, 50, 100, GT ]. The mean accuracies
of the test split on the STAR[16] dataset are reported. From Ta-
ble 1, setting C = 1 will severely affect the performance of the
model while setting C to a random reasonable number will only
slightly affect the performance of the model. Thus, the model is
not sensitive to the number of categories and it can easily handle
the scenarios when the dataset has no event-level annotations.
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Table 2: QA accuracies of state-of-the-art (SOTA) methods on AGQA v2 test set. The proportion of
questions is indicated in percentage. Faster R-CNN is abbreviated as FRC.

Question Types PASC
[9]

HME
[3]

HCRN
[8]

MIST
[4]

GF(uns)
-S3D

GF(uns)
-FRC

GF(sup)
-FRC

R
ea

so
ni

ng

obj-rel(77.93%) 37.84 37.42 40.33 51.68 52.93 54.31 54.96(+3.28)

rel-act(3.14%) 49.85 49.90 49.86 67.18 52.24 51.75 52.09
obj-act(6.70%) 50.00 49.97 49.85 68.99 53.94 53.13 54.44
superlative(15.40%) 33.2 33.21 33.55 42.05 42.78 42.90 44.62(+2.57)

sequencing(13.14%) 49.78 49.77 49.70 67.24 53.03 51.97 53.24
exist(14.55%) 49.94 49.96 50.01 60.33 58.31 58.08 59.13
duration(1.98%) 45.21 47.03 43.84 54.62 50.86 52.02 52.80
act. recog.(0.16%) 4.14 5.43 5.52 19.69 22.08(+2.39) 16.38 14.17

Se
m

an
t. object(80.14%) 37.97 37.55 40.40 52.90 53.06 54.44 55.14(+2.24)

relationship(14.47%) 49.95 49.99 49.96 60.76 55.76 55.36 56.25
action(5.39%) 46.85 47.58 46.41 59.48 50.87 49.93 51.46

St
ru

ct
ur

e query(50.37%) 31.63 31.01 36.34 50.56 53.06 55.66 56.02(+5.46)

compare(15.02%) 49.49 49.71 49.22 65.87 52.91 52.19 53.40
choose(13.60%) 46.56 46.42 43.42 47.97 48.00 47.19 47.61
logic(5.10%) 49.96 49.87 50.02 57.80 55.21 54.93 55.33
verify(15.91%) 49.90 49.96 50.01 60.09 58.56 58.07 60.12

O
ve

ra
ll open(50.37%) 31.63 31.01 36.34 50.56 53.06 55.66 56.07(+5.51)

binary(49.63%) 49.01 48.91 47.97 58.28 53.61 53.52 54.17
all(100.00%) 40.18 39.89 42.11 54.39 53.31 54.59 55.08

2.3 Analysis of All Question Types on AGQA v2 Dataset

Here in Table 2, we present the complete comparison results on the AGQA v2 dataset between
our Glance-Focus (GF) models with SOTA methods, including all reasoning types (Reasoning),
querying semantics (Semantic.), question structure (Structure), and overall performance (Overall) as
supplements of Table 4 in the main paper. Although MIST[4] outperforms other methods on certain
question types like rel-act, obj-act, etc, the number of these types is relatively small in the test split,
thus, the conclusion may not have generality. By contrast, both our GF models with the frame-level
backbone (-frame) and object-level backbone (-obj) achieve better performances on types with a
large number of questions, like obj-rel (77.93%), object (80.14%), query (50.37%), open (50.37%),
etc. Therefore, our model gains better results overall. Specifically, GF achieves the most significant
improvement on open question types (+5.51) compared to MIST. These types of questions require
the model to answer the open-ended questions. It is more challenging than binary questions, which
only require the model to do the binary choice between yes or no etc.

2.4 Evaluation of ActivityNet-QA Dataset

AcitivityNet-QA[21] is a long-term Video QA dataset. It contains 5.8K complicated web videos
with an average duration of 180 seconds. Since the average event (action) of a video is merely
about 1.4, which is outside the standard Multi-Event VideoQA benchmarks set, we only conduct a
concise experimental analysis on it to evaluate whether the GF model can scale to longer videos. This
dataset does not provide event annotations, therefore we apply unsupervised memory generation at
the Glance stage. We exploit S3D and CLIP video backbones respectively. The results are shown in
Table 3.

Our GF models achieve promising performances compared to SOTAs with the same backbone
and training setting: GF-S3D vs. VQA-T(w/o) and GF-CLIP vs. FrozenBiLM. Note that the best
model, FrozenBiLM[20], is pre-trained on the large dataset WebVid10M[1], which consists of 10
million video-text pairs and thus significantly benefits the final accuracy. However, our model shows
comparable results without pre-training on such large-scale data, which indicates the generalization
of GF to longer videos.
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Table 3: Evaluation results on ActivityNet-QA.

Method Pre-training Data Features Acc
HGA[6] - C3D 34.6
LocAns[11] - C3D 36.1
VQA-T(w/o)[19] - S3D 36.8
VQA-T[19] HowToVQA69M[19] S3D 38.9
FrozenBiLM[20] WebVid10M[1] CLIP 43.2
GF-S3D(uns) - S3D 37.0
GF-CLIP(uns) - CLIP 41.1

3 Extended Qualitative Experiments

To further validate the role of our generated event memories, we visualize the joint feature space of
the word embeddings, frame embeddings, and memory prompts of an example in STAR[16] dataset.
As shown in Figure 2, 10 memory prompts are distributed between word and frame features, which
can help the model quickly locate the relevant video frames based on the specific question.

Figure 2: Visualization of the joint feature space.

Besides, we visualize the predicted event mem-
ories, multi-level attention map, and the QA
results predicted by our GF model in Figure 3.
All the examples are from the STAR dataset [16]
and the results are predicted by the supervised
model.

We first compare the predicted events with the
ground-truth events for each video example.
The events are arranged in temporal order from
top to bottom, represented by colored bars,
and normalized within the range of [0.0, 1.0],
aligned with the sampled video frames. The re-
sults show a high overlap between the ground
truth events and our predicted events, indicating
relatively good correspondences among them.
Although some event semantics are incorrect,
such as “Sitting in a chair” instead of the ground-
truth label “Sitting on sofa/coach” in the first
example, their semantics are relatively similar
and have little impact on subsequent reasoning
tasks.

Furthermore, we visualize the question-memory attention maps and memory-frame attention maps
from the last attention layer of our model. The color of each attention position represents the weight
assigned to it, with darker colors indicating higher weights. In the first example, the question guides
the model to focus on the key event “Taking a book from somewhere”. Subsequently, the focused
memory leads the model to concentrate on the related video frames, enabling it to answer the question
accurately. Similarly, in the second example, the question asks about the key event “Putting a book
somewhere”, and the focused event memory directs the model’s attention towards the corresponding
frames, leading to the correct answer of “The book.”

4 Limitations and Future Works

As outlined in Section 1, our approach uses a more flexible way to extract a set of event memories
from videos. While under the supervised setting, the memories are explicitly required to have event
semantics, in the unsupervised setting, there are no strong supervisions to ensure that this set of
memories has event semantics. We use relatively straightforward constraints on generating the event
memory. More intuitive ideas from the way human beings generate event memories are desired to be
explored.
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Figure 3: Comparison between the predicted events (orange bars) and the ground-truths (green bars).
question-memory and memory-frame attention maps together with the QA results are visualized to
show the reasoning process.
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Besides, the current videos collected in the Video QA datasets are not long enough and the event is
not complex enough to fully evaluate the model’s multi-event reasoning ability. We look forward to
further progress on multi-event reasoning research. Also, future works including keyframe selection
strategies are considered to improve the model efficiency on long video understanding.

Our proposed memory prompt is related to prompt learning [14, 12], specifically the soft prompting
approach proposed in [22]. We believe that our event memories serve as prompts to summarize
the content of long videos, i.e., “A video of event 1, event 2, ..., event N.”, which is implemented
as the oracle model in our experiment. Compared with soft prompts that are generated without
explicit constraints, our memory prompts are extracted through gradually aggregating related video
frame embeddings by cross-attention and have stronger semantics due to our designed unsupervised
loss. The experiments have demonstrated the importance of the memory prompts in localizing
the question-related video content for event reasoning. In future work, we plan to explore further
how memory prompts can be used in other video understanding tasks, like video captioning and
summarization.

References

[1] Max Bain, Arsha Nagrani, Gül Varol, and Andrew Zisserman. Frozen in time: A joint video and image
encoder for end-to-end retrieval. In Proceedings of the IEEE/CVF International Conference on Computer
Vision, pages 1728–1738, 2021.

[2] Shyamal Buch, Cristóbal Eyzaguirre, Adrien Gaidon, Jiajun Wu, Li Fei-Fei, and Juan Carlos Niebles.
Revisiting the" video" in video-language understanding. In Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition, pages 2917–2927, 2022.

[3] Chenyou Fan, Xiaofan Zhang, Shu Zhang, Wensheng Wang, Chi Zhang, and Heng Huang. Heterogeneous
memory enhanced multimodal attention model for video question answering. In Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 1999–2007, 2019.

[4] Difei Gao, Luowei Zhou, Lei Ji, Linchao Zhu, Yi Yang, and Mike Zheng Shou. Mist: Multi-modal iterative
spatial-temporal transformer for long-form video question answering. arXiv preprint arXiv:2212.09522,
2022.

[5] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image recognition.
In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 770–778,
2016.

[6] Pin Jiang and Yahong Han. Reasoning with heterogeneous graph alignment for video question answering.
In Proceedings of the AAAI Conference on Artificial Intelligence, pages 11109–11116, 2020.

[7] Ranjay Krishna, Yuke Zhu, Oliver Groth, Justin Johnson, Kenji Hata, Joshua Kravitz, Stephanie Chen,
Yannis Kalantidis, Li-Jia Li, David A Shamma, et al. Visual genome: Connecting language and vision
using crowdsourced dense image annotations. International Journal of Computer Vision, 123:32–73, 2017.

[8] Thao Minh Le, Vuong Le, Svetha Venkatesh, and Truyen Tran. Hierarchical conditional relation networks
for video question answering. In Proceedings of the IEEE/CVF Conference on Computer Vision and
Pattern Recognition, pages 9972–9981, 2020.

[9] Xiangpeng Li, Jingkuan Song, Lianli Gao, Xianglong Liu, Wenbing Huang, Xiangnan He, and Chuang
Gan. Beyond rnns: Positional self-attention with co-attention for video question answering. In Proceedings
of the AAAI Conference on Artificial Intelligence, volume 33, pages 8658–8665, 2019.

[10] Antoine Miech, Dimitri Zhukov, Jean-Baptiste Alayrac, Makarand Tapaswi, Ivan Laptev, and Josef Sivic.
Howto100m: Learning a text-video embedding by watching hundred million narrated video clips. In
Proceedings of the IEEE/CVF International Conference on Computer Vision, pages 2630–2640, 2019.

[11] Tianwen Qian, Ran Cui, Jingjing Chen, Pai Peng, Xiaowei Guo, and Yu-Gang Jiang. Locate before
answering: Answer guided question localization for video question answering. IEEE Transactions on
Multimedia, 2023.

[12] Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya Ramesh, Gabriel Goh, Sandhini Agarwal, Girish
Sastry, Amanda Askell, Pamela Mishkin, Jack Clark, et al. Learning transferable visual models from
natural language supervision. In International Conference on Machine Learning, pages 8748–8763. PMLR,
2021.

[13] Shaoqing Ren, Kaiming He, Ross Girshick, and Jian Sun. Faster r-cnn: Towards real-time object detection
with region proposal networks. Advances in Neural Information Processing Systems, pages 91–99, 2015.

[14] Taylor Shin, Yasaman Razeghi, Robert L Logan IV, Eric Wallace, and Sameer Singh. Autoprompt: Eliciting
knowledge from language models with automatically generated prompts. arXiv preprint arXiv:2010.15980,
2020.

[15] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N Gomez, Łukasz
Kaiser, and Illia Polosukhin. Attention is all you need. Advances in Neural Information Processing Systems,
30, 2017.

[16] Bo Wu, Shoubin Yu, Zhenfang Chen, Joshua B Tenenbaum, and Chuang Gan. Star: A benchmark for
situated reasoning in real-world videos. In Advances in Neural Information Processing Systems, 2021.

6



[17] Junbin Xiao, Angela Yao, Zhiyuan Liu, Yicong Li, Wei Ji, and Tat-Seng Chua. Video as conditional
graph hierarchy for multi-granular question answering. Proceedings of the AAAI Conference on Artificial
Intelligence, 2022.

[18] Saining Xie, Chen Sun, Jonathan Huang, Zhuowen Tu, and Kevin Murphy. Rethinking spatiotemporal
feature learning: Speed-accuracy trade-offs in video classification. In Proceedings of the European
Conference on Computer Vision, pages 305–321, 2018.

[19] Antoine Yang, Antoine Miech, Josef Sivic, Ivan Laptev, and Cordelia Schmid. Just ask: Learning to answer
questions from millions of narrated videos. In Proceedings of the IEEE/CVF International Conference on
Computer Vision, pages 1686–1697, 2021.

[20] Antoine Yang, Antoine Miech, Josef Sivic, Ivan Laptev, and Cordelia Schmid. Zero-shot video question
answering via frozen bidirectional language models. Advances in Neural Information Processing Systems,
35:124–141, 2022.

[21] Zhou Yu, Dejing Xu, Jun Yu, Ting Yu, Zhou Zhao, Yueting Zhuang, and Dacheng Tao. Activitynet-qa:
A dataset for understanding complex web videos via question answering. In Proceedings of the AAAI
Conference on Artificial Intelligence, volume 33, pages 9127–9134, 2019.

[22] Kaiyang Zhou, Jingkang Yang, Chen Change Loy, and Ziwei Liu. Conditional prompt learning for
vision-language models. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 16816–16825, 2022.

7


	More Details about Evaluation Setting
	Data Processing
	Evaluation Metrics
	Implementation Details

	More Experimental Results
	Ablation Study on Different Losses
	Ablation Study on Event Class Number
	Analysis of All Question Types on AGQA v2 Dataset
	Evaluation of ActivityNet-QA Dataset

	Extended Qualitative Experiments
	Limitations and Future Works

